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Abstract

This paper presents our approach to Gram-
matical Error Correction (GEC) for five low-
resource Indic languages, a task severely lim-
ited by a scarcity of annotated data. Our
core methodology involves two stages: syn-
thetic data generation and model optimiza-
tion. First, we leverage the provided train-
ing data to build a Statistical Machine Trans-
lation (SMT) system, which is then used to
generate large-scale synthetic noisy-to-clean
parallel data from available monolingual text.
This artificially corrupted data significantly en-
hances model robustness. Second, we train
Transformer-based sequence-to-sequence mod-
els using an asymmetric and symmetric Byte
Pair Encoding (BPE) configuration, where the
number of merge operations differs between the
source (erroneous) and target (corrected) sides
to better capture language-specific characteris-
tics. For instance, source BPE sizes 4000, 8000
and 16000, with target sizes at 500, 1000, 2000,
3000 and 4000. Our experiments demonstrated
competitive performance across all five lan-
guages, with the best results achieving a GLUE
score of 94.16 for Malayalam (Rank 4th) fol-
lowed by Bangla at 92.44 (ranked 5th), Tamil
at 85.52 (ranked 5th), Telugu at 81.9 (7th), and
Hindi at 79.45(10th) in the shared task. These
findings substantiate the effectiveness of com-
bining SMT-based synthetic data generation
with asymmetric BPE configurations for low-
resource GEC.

1 Introduction

Grammatical error correction (GEC) in Indian lan-
guages is a vital yet challenging research area due
to the complex morphological nature, rich syntac-
tic structures, and diverse scripts prevalent among
these languages (Bhattacharyya and Bhattacharya,
2025; Sharma and Bhattacharyya, 2025b,a). The
digital proliferation of Indic languages such as
Hindi, Tamil, Telugu, Bangla, and Malayalam has

Figure 1: Our Pipeline for GEC for Indic Languages.

highlighted the importance of automated GEC sys-
tems to assist language learners, enhance machine
translation, and improve natural language under-
standing.

Unlike English and other widely studied lan-
guages, Indian languages exhibit a high degree
of inflection and derivation, complicating both
error detection and correction tasks. Moreover,
the limited availability of large-scale, annotated
parallel corpora with grammatical errors and cor-
responding corrections presents a significant bar-
rier to training effective GEC models (Felice and
Yuan, 2014). These challenges have motivated re-
search into data augmentation, synthetic error gen-
eration(Wang et al., 2024; Deng et al., 2025) for
GEC. To address this resource limitation, we fol-
low the paradigm of viewing GEC as a monolingual
machine translation task, enabling us to leverage
existing monolingual corpora for synthetic data
augmentation (Junczys-Dowmunt et al., 2018). As
summarized in Figure 1, our pipeline begins with
generating erroneous-to-correct sentence pairs us-
ing an SMT system trained on the parallel data
provided.

Beyond data augmentation, the choice of sub-
word tokenization is crucial for morphologically
rich, low-resource languages (Ding et al., 2019;
Abid, 2020). While BPE (Sennrich et al., 2016) hy-
perparameters have been explored, most research
employs symmetrical BPE (same number of merge
operations/NMO for source and target) (Huck et al.,



2017; Ortega et al., 2020; Lankford et al., 2021;
Domingo et al., 2019; Lee et al., 2024). Given that
GEC involves translating noisy, often fragmented
input to clean, correct output, we use flexibility
offered by subword tokenization to increase per-
formance of systems in this regard. Building on
work that uses differing NMOs for word alignment
(Ngo Ho and Yvon, 2021), we propose and sys-
tematically investigate the use of asymmetric BPE
configurations for GEC to better model the distinct
characteristics of the erroneous (source) and cor-
rected (target) sides.

We generate synthetic noisy data by training a
statistical machine translation (SMT) system on
the small provided training data to convert correct
sentences sampled from Doddapaneni et al. (2023)
into noisy (erroneous) sentences. This synthetic
data, paired with the original correct sentences, is
then used to train transformer-based models for
grammatical error correction across five Indic lan-
guages while employing asymmetric Byte Pair En-
coding, using different number of merge operations
for source and target tokenization model, to effec-
tively model language-specific characteristics and
improve correction performance.

2 Related Work

2.1 Grammar Error Correction as MT

Since the early work of Brockett et al. (2006),
Grammatical Error Correction (GEC) systems have
often employed a monolingual machine translation
approach, training models to map erroneous sen-
tences directly to their corrected counterparts.

Statistical machine translation (SMT) played an
important role in GEC research. Yuan and Felice
(2013) and Wang et al. (2014) provide evidence
regarding SMT’s capabilities and limitations, par-
ticularly in addressing complex error types and
local contexts. Felice and Yuan (2014) discuss
the use of SMT systems trained on learner data to
artificially generate noisy sentences from correct
sentences, effectively enriching training data for
translation-based correction models.

Xie et al. (2016) presented a neural network-
based approach to GEC, employing a character-
level encoder-decoder recurrent neural network
with an attention mechanism.

Hoang et al. (2016) and Chollampatt et al. (2016)
utilized machine translation systems enhanced with
a feed-forward neural translation model and n-best
list re-ranking methods to improve correction accu-

racy. Sequence-to-sequence methods were further
explored by Yuan and Briscoe (2016), Chollampatt
and Ng (2018), and Yuan et al. (2019). Junczys-
Dowmunt et al. (2018) highlighted strategies lever-
aging larger annotated corpora and data augmen-
tation to overcome resource limitations, drawing
parallels between low-resource machine translation
and grammatical error correction.

The generation of synthetic error-laden data has
been systematically studied by Htut and Tetreault
(2019), who compare rule-based and neural ap-
proaches for artificial error creation. Building on
this, Stahlberg and Kumar (2021) introduce tagged
corruption models to create large-scale synthetic
datasets, such as C4_200M, which improve the per-
formance of neural GEC systems. More recently,
Wang et al. (2024) propose a contextual data aug-
mentation technique that combines rule-based and
model-based generation methods, followed by rela-
beling to reduce noise in synthetic data. Deng et al.
(2025) focus on automatic synthetic data genera-
tion within an unsupervised GEC framework.

Transformer-based language models have also
shown remarkable effectiveness in GEC. Alikanio-
tis and Raheja (2019) demonstrate that transform-
ers outperform conventional recurrent models, pro-
viding a strong baseline for future research. Fur-
thermore, Kubal and Nagvenkar (2025) explore
multilingual transformer architectures for robust
correction across diverse languages. Bhattacharyya
and Bhattacharya (2025) used LLMs to improve
GEC for Bangla. Together, these studies estab-
lish the translation paradigm as central to the de-
velopment of powerful grammatical error correc-
tion systems. They also underscore the importance
of synthetic data generation, model augmentation,
and hybrid strategies in improving grammatical-
ity—especially in low-resource scenarios.

2.2 Symmetric BPE Configuration
In many bilingual machine translation (MT) sys-
tems, especially in low-resource scenarios, it is
a common practice to apply the same number
of merge operations (NMO) for both source and
target languages when using Byte Pair Encoding
(BPE). Several studies have adhered to this sym-
metry: Ding et al. (2019) observed that smaller
vocabulary sizes (0–4K NMO) can outperform
the widely used 32K setting by up to 4 BLEU
points in low-resource transformer setups. Sim-
ilar trends have been reported in English–Egyptian
and English–Levantine (Abid, 2020), as well as



English–Irish (Lankford et al., 2021) translation
tasks.

Other research has adapted segmentation strate-
gies to account for typological or morphological
characteristics of languages. For instance, segmen-
tation restrictions for polysynthetic languages were
proposed by Ortega et al. (2020), while Lee et al.
(2024) addressed over-segmentation issues in mor-
phologically rich languages. Target-side tokeniza-
tion variations have also been explored to better
capture language-specific features (Domingo et al.,
2019). Alternative approaches include cascading
segmentations (Huck et al., 2017), vocabulary re-
finement through VOLT (Xu et al., 2021), and con-
catenation of corpora tokenized with multiple BPE
settings (Poncelas et al., 2020). Ngo Ho and Yvon
(2021) experimented with differing NMO settings
on source and target sides to improve word align-
ment, though this did not extend to training MT sys-
tems with asymmetric BPE. Yadav and Shrivastava
(2025) extensively experimented with asymmetric
BPE and showed efficacy of using asymmetric BPE
while training NMT models in low resource setting
for multiple language pairs.

Our present work builds on these foundation
by generating additional noisy-to-correct sentence
pairs to expand parallel training data and reinforce
the effectiveness of translation-based approaches
for grammar correction.

3 Data and Synthetic Generation

The dataset statistics, shown in Table 1, include the
initial data provided by the organizers and the sen-
tences we generated. The raw Training Data was
cleaned by excluding pairs where the source and
target sentences were identical. The Validation and
Test sets comprise the incorrect sentences utilized
for system development and final performance as-
sessment.

The synthetic dataset is generated via a Statis-
tical Machine Translation (SMT) system (Koehn
et al., 2003), which is highly effective for low-
resource translation (Koehn and Knowles, 2017).
We train the SMT to model the error-generating pro-
cess, then apply it in reverse to 0.45 million clean
monolingual sentences per language (Doddapaneni
et al., 2023) to create pairs of "incorrect" (noisy)
input and correct output. This method ensures the
synthetic data reflects realistic error patterns. The
SMT utilizes symmetric BPE with 500 merge op-
erations. Table 1 provides a breakdown of this

generated corpus, indicating the percentage of sen-
tences that remained Identical or were generated
Different then correct monolingual text.

The final training set for the Transformer models
(Vaswani et al., 2017) was a combination of two
types of sentence pairs: the SMT-generated noisy-
to-clean synthetic pairs, and a crucial set of identity
pairs (correct sentence to correct sentence). Includ-
ing these identity pairs ensures the model learns
not only how to correct errors but also the identity
function—that is, how to preserve correct sentences
when no error is detected, thereby preventing un-
necessary over-correction. For validation set we
use training data provided by the organizers. All
the datasets are preprocessed using Indic NLP li-
brary (Kunchukuttan, 2020).

4 Experimental Setup and Results

Then we train a transformer model using Fairseq
(Ott et al., 2019) with hyperparameters and gpu us-
age given in Appendix A. For subword tokenization
we use both symmetric (m = n) and asymmetric
(m > n) BPE for incorrect (source) and correct
(target) respectively, where m and n are respec-
tive NMOs. For source we chose 16K, 8K, 4K
and for target we chose 500, 1K, 2K, 3K and 4K.
GLEU was used for calculating the performance
of each system. For clarity we are showing only
top performing models for each langauge and their
respective ranks in leaderboard (Table 2). Perfor-
mance on other BPE configurations are given in
appendix B.

The best-performing configurations (Table 2)
were overwhelmingly asymmetric, such as the
(Source BPE 4K, Target BPE 3K) pairing for both
Malayalam and Bangla, and (8K source BPE, 4K
target BPE) for Tamil. This empirically confirms
our hypothesis that distinct tokenization granular-
ities are beneficial for modeling the noisy source
and clean target spaces in GEC. From a learning
standpoint, using a smaller decoder-side vocabu-
lary encourages tighter coupling between source
and target representations, which facilitates more
reliable alignment and mapping of segments, echo-
ing observations on subword choices and alignment
behavior in prior work (Ngo Ho and Yvon, 2021).
This is consistent with earlier evidence (Domingo
et al., 2019) that target-side vocabulary design has
a direct impact on NMT effectiveness.

https://github.com/facebookresearch/fairseq/blob/3d262bb25690e4eb2e7d3c1309b1e9c406ca4b99/fairseq/models/transformer/transformer_legacy.py#L169
https://github.com/BHASHA-Workshop/IndicGEC2025


Data made available Generated
Language Training

Data
After re-
moving
identical
sentence

Validation Test Synthetic Identical Different

Bangla 659 418 103 331 446,805 35,622 411,183
Hindi 600 541 108 237 461,862 254,039 207,823

Malayalam 313 294 51 103 492,248 251,325 240,923
Tamil 91 91 17 66 487,344 270,074 217,270
Telugu 604 552 101 316 483,696 251,634 232,062

Table 1: Data shared by organizers and generated by us for our models.

Languages Source BPE Target BPE GLEU Score Rank
Malayalam 4000 3000 94.16 4

Bangla 4000 3000 92.44 5
Telugu 4000 4000 81.9 5
Tamil 8000 4000 85.52 7
Hindi 4000 4000 79.45 10

Table 2: GLEU score of models with BPE configuration (source, target BPE) and respective Ranks in the leaderboard

5 Future Work and Conclusion

This research successfully validates the combined
utility of SMT-based data augmentation and asym-
metric Byte Pair Encoding (BPE) for Grammatical
Error Correction (GEC) in low-resource settings.
Building on these promising results, several key
areas remain for future investigation:

5.1 Scaling Data Augmentation and Quality
Control

While the current work demonstrated strong perfor-
mance using approximately 0.45 million synthetic
sentences per language, a critical next step is to
evaluate the effects of massive-scale data augmen-
tation. This involves utilizing the entirety of avail-
able monolingual corpora (such as the full Dodda-
paneni et al. (2023) dataset) to push the synthetic
data volume into the millions.

5.2 Ablation Study on Training Data
Composition

Our current model is trained on a mixture of
synthetic noisy-to-clean pairs, and identity pairs
(correct-to-correct sentences). An important ab-
lation study would be to isolate the components
of the training set. Specifically, we plan to train
models exclusively on the synthetic noisy-to-clean
pairs, removing the identity pairs. This experiment
would conclusively determine the true generaliza-
tion capability of the SMT-generated errors and
quantify the necessity of training the model on the
identity function to prevent over-correction.

5.3 Generalization to Other Low-Resource
Languages

The demonstrated effectiveness of our approach
for morphologically rich Indic languages suggests
its broad applicability. We aim to expand this
methodology to GEC tasks in other low-resource
languages. The combination of leveraging read-
ily available monolingual text for synthetic error
generation and fine-tuning subword tokenization
via asymmetric BPE gives possibility of threads of
experiments for any language pair where parallel
error-annotated data is scarce.

We presented our effective Grammatical Er-
ror Correction (GEC) systems for five Indic lan-
guages—Bangla, Hindi, Malayalam, Tamil, and
Telugu—developed as a low-resource solution to
the BASHA Task 1 shared challenge. We did this in
two step approach. First, we leveraged a minimal
training set to train a Statistical Machine Transla-
tion (SMT) system, which was then used to gen-
erate large-scale, contextually relevant synthetic
noisy-to-clean sentence pairs from extensive mono-
lingual text. Second, we demonstrated the criti-
cal importance of asymmetric Byte Pair Encoding
(BPE) configurations. By systematically apply-
ing different numbers of merge operations for the
source (erroneous) and target (corrected) vocabu-
laries, we were able to tailor the subword segmenta-
tion to build good models.The results, which placed
our systems competitively in the shared task (e.g.,
Rank 4th for Malayalam and 5th for Bangla), pro-
vide strong empirical evidence for the combined



benefits of synthetic data and optimized subword
tokenization. This work validates a highly resource-
efficient and generalizable methodology for advanc-
ing GEC capabilities in morphologically complex,
low-resource language environments.

Limitation

The primary constraint of this work stems from the
inherent computational expense associated with ex-
haustively training and evaluating diverse Byte Pair
Encoding (BPE) configurations across all target
languages. This practical limitation necessitated
a focused selection of configurations. Addition-
ally, applying the insights derived from this study
to the context of decoder-only architectures is an-
ticipated to introduce considerable technical chal-
lenges that warrant further investigation. Moving
forward, the scope of this research could be signifi-
cantly enhanced by utilizing larger training datasets
and dedicating focused effort to investigating and
improving the quality and efficacy of synthetic data
generation.
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A Training Hyperparameters

Table 3 gives hyperparameters we used for training
GEC systems. And Table 4 shows the gpu hours
used with respective GPUS to train these models.

B Performance for All BPE
configurations

Table 5 shows performance of all BPE configura-
tions for GEC for all the languages. Due to re-
source constraints we didnt explore all possibilities
only some promising ones.

Parameter Value
arch transformer

optimizer adam
adam-betas (0.9, 0.98)
clip-norm 0.0

lr 5e-4
lr-scheduler inverse_sqrt

warmup-updates 4000
warmup-init-lr 1e-07

dropout 0.3
attention-dropout 0.1
activation-dropout 0.1

weight-decay 0.0001
criterion label_smoothed_cross_entropy

label-smoothing 0.1
max-tokens 30000
max-update 300000
patience 20

update-freq 10

Table 3: Training hyperparameters used across all ex-
periments.

GPUs GPU Hours
4090 RTX 356.86
2080 TI 100.64

Table 4: GPU usage for training the models.
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Language Source BPE Target BPE GLUE Score Language Source BPE Target BPE GLUE Score

Bangla

8000 500 91.71

Malayalam

8000 2000 93.47
16000 500 91.68 4000 2000 94.04
4000 4000 92.45 8000 1000 93.88
4000 500 91.65 4000 1000 93.96
8000 4000 92.35 4000 3000 94.16
8000 2000 92.35

Tamil

8000 500 84.44
4000 2000 92.19 16000 500 84.87
8000 1000 91.44 4000 4000 85.05
4000 1000 92.14 4000 500 84.86
4000 3000 92.44 8000 4000 85.52

Hindi

8000 500 79.27 8000 2000 85.26
16000 500 79.08 4000 2000 85.5
4000 4000 79.45 8000 1000 84.42
4000 500 79.27 4000 1000 85.25
8000 4000 79.27 4000 3000 84.74
8000 2000 79.39

Telugu

8000 500 79.94
4000 2000 78.7 16000 500 80.07
8000 1000 79.38 4000 4000 81.9
4000 1000 78.93 4000 500 81.18
4000 3000 79.29 8000 4000 80.78

Malayalam

8000 500 93.78 8000 2000 80.72
16000 500 93.92 4000 2000 81.68
4000 4000 93.99 8000 1000 80.39
4000 500 93.75 4000 1000 80.68
8000 4000 93.97

Table 5: GLEU score of models with BPE configuration (m,n) with Bold marking the top performing from respective
languages and BPE configurations
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