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Introduction

Indian manuscripts contain millennia of accumulated knowledge in
mathematics, astronomy, medicine, linguistics, philosophy, and logic.
India's manuscripts represent hundreds of languages and scripts
making them essential for understanding linguistic evolution and

preserving endangered languages.
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Figurel: Ancient Indian Pandulipi Manuscripts



Unavailability of open-source dataset on Indian manuscripts

Goal: To propose a 500-manuscript-page dataset with approximately
3000 lines from diverse manuscripts in Devanagari script

Advantages of this dataset:

e Sufficient training data: 3000 lines provides a meaningful corpus for training deep
learning models, particularly for tasks like manuscript analysis or character
segmentation.

e Diversity enables generalization: Drawing from diverse manuscripts creates a robust
dataset that helps models generalize specific patterns or document types.

e Benchmark potential: A well-curated dataset of this size could serve as a standard

benchmark for the research community.



Dataset Samples
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Training Pipeline
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Attention-OCR and CNN-RNN Finetuning

Finetuning of Attention-OCR and CNN-RNN:
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820 (fonts) x 5000 per Font =
4100000 line-level dataset

3085 lines

2458 lines

Test Dataset Size (80:20 split) 627 lines




Tessaract-5 Finetuning

Fine-tuning of Tessaract-5:
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7000 synthetic lines creating using real
verses text + 3000 real lines

3085 lines

2458 lines

Test Dataset Size (80:20 split) 627 lines




Quantitative Analysis

1. Character Error Rate: (Number of Incorrect characters in predicted text / total number

of characters in reference text) * 100
2. Word Error Rate: (Number of Incorrect words in predicted text / total number of word

in reference text) * 100

CNN-RNN 98.20 48.59
Attention-LSTM 96.73 46.33
Tessaract-5 87.42 30.06

m, s denotes manuscript and synthetic data respectively



Qualitative Analysis
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Green and red color for correct and incorrect prediction




Conclusion and Future Work

Contributions:

e First public dataset for ancient Devanagari HTR (3K lines, 500 pages)
e Reproducible baselines with 3 HTR models
e New state-of-the-art: 30.06% CER (Tesseract-5)

Future directions:

e Dataset expansion: More manuscript types and time periods with diverse scribal hands for
better generalization

e Model improvements: Advanced transformer architectures, specialized data augmentation for
historical writing, language model-based post-processing

e Evaluation: Multi-annotator studies for reliability analysis
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