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Evolution of Evaluation Datasets in English Language

      Hindi still lacks strong foundational benchmarks for evaluating models

The last decade



Translation is just not enough

Culturally rooted
Built natively for Hindi, capturing idioms, context, and cultural references 

Covers real tasks 
Closer to everyday tasks and challenges

Easy to replicate
Well documented to reuse for other languages and integrate to existing evaluation 
frameworks

Human-verified
Reviewed by diverse annotators across regions, genders, and backgrounds to reduce bias



New suite of Hindi benchmarks

IFEval-Hi
848 samples

MTBench-Hi
200 samples

GSM8K-Hi
1319 samples

ChatRAG-Hi
5948 samples

BFCL-Hi
 2251 samples



IFEval
Instruction Following Evaluation benchmark

Write a short paragraph about X

• at least 500 words

• no more than 6 sentences

• include at least 1 capitalized word

भारत के प्र�सद्ध लेखक और नोबेल पुरस्कार 
�वजेता रवीन्द्रनाथ ठाकुर के बारे में बताइए।

• आपका पूरा उत्तर हन्दी में होना चाहए

• कम से कम पाँच  सौ शब्दों का लेख �लखें।

• वाक्यों की संख्या ६ से अ�धक न हो।

• कहीं भी कम से कम एक शब्द पूरी तरह 
CAPITAL LETTERS में �लखें।



IFEval-Hindi

• Native, India-centric prompts: 
Created from Indian Wikipedia 
sources

• 22 core instruction types: 
Filtered on language, removed 
irrelevant ones (e.g., case 
conversion, punctuation 
change).

• Three complexity levels: Simple, 
moderate, and complex - to 
test models comprehensively.

Distribution of samples by Indian cultural themes in the 
IFEval-Hi dataset.



IFEval-Hindi Annotation



MTBench
Multi-Turn Evaluation Benchmark

Question:

Pretend yourself to be Elon Musk in 
all the following conversations. 

Why do we need to go to Mars?

Follow up:
How do you like dancing? Can you 
teach me?

Question:

मान लीिजए, आप स्वामी  �ववेकानंद  हैं, 
और अब से सभी वातार्तालापों में �ववेकानंद जी 
की तरह बोलें। 

हमें अपने देश के �वकास में योगदान क्यों देना 
चा�हए?

Follow up:

वैसे, आपको वी�डयो गेम खेलना कैसा लगता 
है?



MTBench-Hindi

• Expanded only Cultural 
categories (Writing, Roleplay, 
Humanities, Extraction): 
Created natively by 
specialists.

• Added diverse Indian themes 
for richer context.

Category distribution in MT-Bench-Hi, adapted with Indian cultural 
themes to increase focus on culturally relevant instructions.



MTBench-Hindi Annotation

•



GSM8K

Translate and verify of GSM8K sample



GSM8K-Hindi annotation



ChatRAG
QA over retrieved documents

Context 1:

Once upon a time, in a barn near a farm house, there lived a little white kitten 
named Cotton. But Cotton wasn't alone in her little home above the barn, oh no. 
She shared her hay bed with her mommy and 5 other sisters. But she was the 
only white one in the bunch. The rest of her sisters were all orange with 
beautiful white tiger stripes like Cotton's mommy. Being different made Cotton 
quite sad. She often wished she looked like the rest of her family. So one day, 
when Cotton found a can of the old farmer's orange paint, she used it to paint 
herself like them. When her mommy and sisters found her they started 
laughing.

Context 2: …. Context n: ….

Question:                                                                   Answer:

What color was Cotton?                                          White, white, colour WHITE…



ChatRAG-Hindi 

Differential Translation Pipeline for ChatRAG-Hi creation 



ChatRAG-Hi  sample



BFCL
Berkeley Function Calling Leaderboard 

Question: 
“Book a one‑way economy flight from San Francisco to New 
York next Friday after 5 PM for two adults, window seats if 
available.”
Functions:
search_flights(origin, destination, date, …)
book_flight(flight_id, passengers, ...)

Expected behavior:
• First call search_flights with origin="SFO", 

destination="JFK", date=<next Friday>
• Then choose a suitable flight from the result and call 

book_flight with the chosen flight_id, passengers=2



BFCL-Hindi

• Conversational history: Translated to 
Hindi using GCP

• Function calls & parameters: 
Retained in original English

• Tests model's ability to understand 
Hindi queries and map them to 
English-defined tools

Evaluation:

• Ground truth unchanged for simple, 
multiple, and parallel categories

• BFCL Abstract Syntax Tree (AST) 
methodology for thorough analysis

BFCL-V2-Hi  sample



Results

SLMs (<20B params):

• Gemma-2-9B-it: Best 
overall on MT-Bench-Hi, 
IFEval-Hi, ChatRAG-Hi.

• Aya-Expanse-8B: Top on 
GSM8K-Hi.

• Nemotron-4B-Hindi: Leads 
BFCL-Hi (tool-calling).

LLMs (>20B params):

• GPT-OSS-120B: Best on 
MT-Bench-Hi, GSM8K-Hi, 
IFEval-Hi.

• Gemma-3-27B-it: Highest 
on BFCL-Hi.

• Llama-3.1-405B: Excels on 
ChatRAG-Hi.



Key Insights

• No single model dominates all tasks.

• Reasoning modes significantly boost performance on complex tasks.

• Human in the loop is unavoidable at this stage

• The work serves as a blueprint for broader Indic language 



References

Dataset:

• https://huggingface.co/datasets/nvidia/IFEval-Hi
• https://huggingface.co/datasets/nvidia/MT-Bench-Hi
• https://huggingface.co/datasets/nvidia/GSM8K-Hi
• https://huggingface.co/datasets/nvidia/ChatRAG-Hi
• https://huggingface.co/datasets/nvidia/BFCL-Hi

https://huggingface.co/datasets/nvidia/IFEval-Hi
https://huggingface.co/datasets/nvidia/MT-Bench-Hi
https://huggingface.co/datasets/nvidia/GSM8K-Hi
https://huggingface.co/datasets/nvidia/ChatRAG-Hi
https://huggingface.co/datasets/nvidia/BFCL-Hi


Q&A


